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Overview

* Objectives
* Approach
* Progress
* Next Steps
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Data Replica
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* Distributed data storage system is ubiquitous in big data applications
* Replica mechanism improves the system performance and reliability
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Data Replica in Hadoop "; =[a/ala]a)

Metadata(Name, replicas, ...):
NameNode /home/foo/data, 3, ...

Metadata ops

Block ops

READ DataNodes DataNodes

Block1l / Block1 Block1
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T Master-Slave

Replicas of Block1  { client Architecture_
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Data Replica in Cassandra A & cassandra
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Replica Inconsistency

* Different replicas of the same datum may have inconsistent values

_ @ Worker: Replicas of A
A3_2'O 1. recovery from P

Node3 failure @Node 1, 2, 3
< 2. node is busy A,=1.0
A,=1.0
A,=2.0
Network:
request lost
Q Bepliczjl t
inconsistency
Node2 |[A,=1.0 Node4 A=A 2A
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Why Replica Inconsistency?

CAP theorem

Distributed data storage systems
_ _ Consistancy
cannot simultaneously satisfy

data regardless of
updates or deletes

Availability

the system continues
to operate as expected
even with node failures

all these three features:

* Replica Consistency
* System Availability

« Network Partition Tolerance e

network or message failures

Partition
For best performance, most systems implement two Tolerance

features out of C/A/P:
Hadoop, Cassandra, MongoDB......

nosqltips.blogspot.com

S. Gilbert and N. Lynch. Brewer’s Conjecture and the Feasibility of Consistent, Available, Partition-tolerant Web Services. SIGACT Ney
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Consistency Requirements

Replica consistency is complex but important for diverse
big data applications

l Search 7
E-commerce &7 Calendar E‘ \,x
Alibaba.com

Engine
Social A\ Sensor
@ Bank Network @Collection
[ | P to|
Strong Weak Eventual
| | | |
Distributed Data Storage System
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Overview

* Objectives
 Approach
* Progress
* Next Steps
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Replica Consistency Issues
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consistency * Strict/Strong * Control * Repair
* Mutual * Multiple * Recovery
consistency
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Concept

Optimization
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Replica Consistency Issues—Concept & Model

M Consistency Model (Criteria)
Defines what executions of a distributed storage system
* Internal consistency . . .
T are considered correct or a legal sequential history

.

Case of violating the Monotonous Read Model

* Strict/Strong * a}ro"&g
* Multiple ea A=1 A=1 I”I(A) r, (A)
O oO—e ®
i » Data-
* Metric/M
-C:ni:rz/l e centric A=1 A=4 r(A)
Architecture [ C”eni[' O O ®
} centric -
* Repair Replica 1
* Recovery Al=4
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Replica Consistency Issues—Optimization

NN

* |[nternal consistency
* Mutual consistency

.

* Strict/Strong
* Multiple

Optimization

* Metric/Measure
e Control

* Repair
* Recovery

Consistency Metric
A metric indicating if system violates the consistency model

Consistency Measure
A quantization of the consistency violations

*PBS Time
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Y. Zhu, P. S. Yu, and J. Wang. Latency Bounding by Trading off Consistency in NoSQL Store: A Staging and Stepwise Approach. 2§71
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* Internal consistency
* Mutual consistency

.

* Strict/Strong
* Multiple

Optimization

* Metric/Measure
e Control

* Repair
* Recovery
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Replica Consistency Use Cases

After :
How to repair/recover?

Maintenance

2.
&,
SA

Replica

Consistenc
Before: y

What is correct? How to implement?

Apps specify Model Optimization’
consistency Choose Implementation
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Consistency Measure

* PBS: Probabilistically Bounded Staleness
A probabilistically bounded measure to quantify latency-consistency trade-offs
How eventual is eventual consistency? How consistent is eventual consistency?

PBS —
(W) —,
()

wait for W

What: CONSIStENGYADKEAIGEHON| RS ——————————

° . . l E
th weak consistency is fast ' Gad S

. (R)—, stale
measure latencies (S) — " if read arrives

h OW. use WARS model wait for R — before write

responses response
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Consistency Control

* DAX: A Widely Distributed Multi-tenant Storage Service for DBMS Hosting

(=B

OR
. * Complex
=, — Mirror/Backup e | <
—> * Slow (synchronous)
Storage service e * Or lost data (asynchronous)

K Data Center / K Data Center /

s B '3 N
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* Asynchronous Response to
control the successful write

Storage service Storage service Operation
\ 4 * DBMS Cache for versioning

Data Center Data Center
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Consistency Verification—Our Work@Tsinghua 2% ;.

B Does the system conform its declared consistency model?

> How to verify the system design and implementation?
» How to analyze the causality underlying inconsistency?

Maintenance

Develop After: How to repair/recover?

to
whether the system

declared consistency model Replica
Consistency

Optimization

Doing: How to implement?

Model

Before: What is correct?
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Case Studies

* Consistency Analysis with Petri Net in Cassandra
* Consistency Analysis with Queuing Theory in Cassandra
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Petri Net Modeling Methodology

1. Describe concurrency and synchronization

2. Simulation and analysis tools
3. Mathematical formal definition

\ 4

Place Arc Transition
Build Petri
Net model Ruq model
: to simulate
Modeling based on system
sy_st_e_m behavior
definition
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Write Process on Replica A3
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Inconsistency Detection
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t-visibility(N5,N3)=2 unit

tvisibility(N5,N3)=3 unit E*Q
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Case Studies

* Consistency Analysis with Petri Net in Cassandra
* Consistency Analysis with Queuing Theory in Cassandra
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Write Process Modeling with Queuing Theory
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Write Process Modeling with Queuing Theory

Replica consistency can be approximately computed by
The queue strategies & the system services

Steps }» ------------ Swg ~=======--- " Ss “‘ }‘ ----------- Swm -----=-=-==-- Sm
' N AN Sparye
clients* ©~7TTTTTTTTTTTTITITI IS departure: /@ Tw
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e,
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Consistency Analysis

replica inconsistency
occurs -> queuing

i
i

(_A1=5

Non-coordinator

Node3

=

msst
A3=5 L/
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Industry Practices on Replica Consistency

(“ SANY Quality Changes the World [E) Mobile Website Search Dealer | Contact Us | Member Login | Search
A SANY Group
N—

-Language- v -Global Sites- v

Home Products Service & Parts News & Evenis About SANY "‘:-ﬂ' Global Sites

Sensory Big Data
Weak Consistency

Meteorological Big Data
Weak & Strong Consistency

\ = Q

Attends patient Bt Identifies high
and records g N risk/deteriorating
interventions patients

VitalPAC and other clinical data immediately
viewable throughout hospital on mobile and
desktop devices

Healthcare Big Data
Weak & Strong Consistency

n i
appropriate
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Next Steps

~

~ Maintenance

€ Dynamic configuration * More modeling cases

* Online detection (PBS) for other systems

« Distributed e Fault tolerance « Deeper and wider

) evaluation -
transaction _ _ analysis
* Fast repair algorithm

-

Optimization
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